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Immunoglobulins take a structural conformation that is conserved in most parts, except for the antigen-binding fragment (Fab) that
includes six complementarity-determining regions (CDRs). These CDRs are peptide loops on both antibody heavy and light chains that
impact antigen recognition. Therefore accurate prediction of CDR structures from amino acid sequences is of great importance in
antibody design. While existing methods are capable of predicting folding of five of these CDRs [1], determining the structure of the
CDR H3 loop remains a challenge. This is due to the complex diversity in observed folding conformations in CDR H3 loop compared to
the canonical folds in other five CDR loops. Deep neural networks strive at capturing complex patterns, which makes them a promising
tool for protein structure prediction. However, the domain of antibody structure prediction has relatively scarce annotated data compared
to general proteins, which usually limits the depth and complexity of the models that can be trained. To bypass this limitation, we
propose to use a contextual language model trained unsupervised on a large general protein dataset using a proxy task, which is then
joined with a H3-Loop predicting model. Here, the language model spans a representation space reflecting protein biochemical
knowledge, which is exploited by the H3-Loop model for the antibody structure prediction. This results in a deeper and more expressive
model that outperforms the prediction capabilities of the H3-Loop model alone.
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