Development of FMODB and Auto-FMO protocol through 2022
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Elucidating biomolecular interactions such as protein–ligand, protein–protein, and nucleic acid interactions is essential for structure-based drug discovery. Our group has been focusing on quantum mechanics (QM), which incorporates the effects of donating and withdrawing electrons and can appropriately deal with the CH/π, π-π, and cation/π interactions. Fragment molecular orbital (FMO) method [1] enables us to perform ab initio QM calculations for large biomolecules efficiently. The benefit of this fragmentation scheme is the availability of inter-fragment interaction energy (IFIE) and pair interaction energy decomposition analysis (PIEDA).

Since 2014, we have performed the FMO calculations for various drug targets (e.g., kinase, nuclear receptor, protease, protein-protein interaction, and COVID-19) as the activities of the FMO drug design (FMODD) consortium. To accumulate the FMO data, we developed an FMO database (FMODB) and an automated FMO calculation (Auto-FMO) protocol [2,3]. First, FMODB has already completed its basic design and is currently working on extending its analysis capabilities to make it more user-friendly. While only individual entry data could be analyzed in the past, we are working to enable IFIE/PIEDA analysis for a series of related data, such as tens to hundreds of FMO calculations based on molecular dynamics snapshots [4], in a batch. In addition, a function to generate an interaction energy diagram between fragments is under development. Next, the Auto-FMO protocol has also been developed by BIOVIA Pipeline Pilot and MOE software as a primary type. Currently, we are working on developing an Auto-FMO protocol in a configuration using free software such as python and Amber Tools. The protocol was validated using X-ray crystal structure data already registered with FMODB and AlphaFold2 model structures, which are in high demand these days. The goal is to construct a system that allows computational experts and not experts, such as experimental researchers, to perform FMO calculations and analyze IFIE/PIEDA efficiently.
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Docking-based virtual screening is widely applied in drug discovery campaigns. Visual inspection of binding modes is frequently used to filter out false positive-like docking results\cite{1, 2}. In this study, we propose a convolutional neural network-based virtual screening method named VisINet (Visual Inspection Network). VisINet predicts whether a ligand binds to the target protein by images that is taken from docking pose using PyMOL. We also performed virtual screening to find hit compounds of SARS-CoV-2 Main Protease.
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Computer-assisted synthesis grew to become one of the most active fields in chemoinformatics, with scientists all over the globe frequently introducing new and improved approaches. In recent years, the research focus shifted towards the retrosynthesis technique concepts of transforming the target compound into less complex precursor compounds. The improvement of the single-step retrosynthesis mechanism (i.e., the disconnection suggestion procedure within the route planning strategy) is among the most popular objectives. However, none of the recent improvements proved to be a robust enough foundation to establish a practically applicable, standalone solution.

The current practices in modelling the problem of single-step retrosynthesis might conceal a hard ceiling on performance, but it is impossible to know because of insufficient chemical reaction data. Nevertheless, analyzing the current state-of-the-art more rigorously using available open-source datasets could help to shed more light on that question. Thus, the purpose of this research is to consolidate, analyze and discuss the significance of the recent frequent improvements in the field of computer-assisted single-step retrosynthesis.

First, the Top-3 template-based [1-3] and the Top-3 template-free [4-6] single-step retrosynthesis approaches as of July 2022 are implemented and adjusted to customized open-source chemical reaction datasets. Secondly, the performance of these approaches is analyzed using various metrics and statistical significance tests. Finally, using the acquired results, the impact of each of these approaches is illustrated, thereby consolidating the best practices for the analysis and evaluation of future research in this field.
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Combination therapy, a treatment modality that combines two or more therapeutic drugs, has become the standard treatment for complex diseases—however, the discovery of drug combinations relies on serendipity by clinical experience and intuition [1]. A network-based approach allows us to discover efficient drug combination by quantifying the network-based relationship between drug targets and disease proteins in the human protein–protein interactome [2]. However, conventional methods do not take into account changes in gene expression due to drug administration, resulting in low prediction accuracy. In this study we developed a network-based method to predict synergistic drug effects by integrating interactome and transcriptome data. The proposed method outperformed the previous methods in terms of higher prediction accuracy for several cancers. To validate the prediction results by our proposed method, we carried out in vitro cell surviving assays. The results showed that more than half of the top 20 predicted drug pairs had synergistic effects on the cell survival. Pathway enrichment analysis demonstrated several biological pathways are enriched with the genes used for prediction, suggesting that those pathways contribute to the synergistic effect. This approach allows us to identify drug combinations for complex diseases, offering a powerful methodology to find efficacious combination therapies.
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RNA-protein interaction is important in post-transcriptional regulations [1]. However, the size of public databases is limited [2], and the cost of experimental approaches [3] is not low. Therefore, computational prediction is necessary that predicts RNA-protein binding. The computational model's evolution is nevertheless insufficient [4]. For example, accurate prediction models for protein binding regions in RNA have not been reported yet. In this study, we developed a Transformer model [5] that predicts a protein binding region (101 nt). We adopted cross-attention module architecture [6] and used statistical potential [7] as prior knowledge to augment the attention weights [8]. The cross-attention module can generate feature vectors from the perspectives of both the RNA and the protein. The test AUROC was higher than a baseline model of bidirectional-LSTM and existing models. We also confirmed the effect of attention augmentation with statistical potential on the binding prediction.
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Generating molecules with the desired chemical properties from scratch is a challenging task in de novo drug design. Deep generative models such as variational autoencoder (VAE) and generative adversarial network (GAN) have been receiving much attention in recent years. In deep generative models, molecules are usually represented as molecular graphs and simplified molecular-input line-entry system (SMILES) strings. In previous work, a Transformer-based objective-reinforced GAN (TransORGAN) [1] was proposed to generate molecules with desired chemical properties using SMILES strings. The generator of TransORGAN is a transformer architecture, which uses a self-attention mechanism to capture features in sequences. Self-attention has a global receptive field that can capture long-range dependencies. Since TransORGAN uses the SMILES strings from the training set as a condition rather than generating molecules starting from noise or scratch, the molecular generation is restricted. Furthermore, the instability of TransORGAN leads to a high variance in the distribution of the chemical properties of the generated molecules, which is an obstacle in practice.

In this study, we propose a pure transformer encoder-based GAN for generating molecules with desired properties to solve the above problems. The generator and discriminator of the proposed model are variants of the transformer encoders, where atoms can access each other at each encoder layer to capture complex semantic and syntactic rules of SMILES strings. Furthermore, we implement an enhanced algorithm incorporating the mini-batch discrimination [2] and Wasserstein GAN [3] to mitigate the mode collapse problem. In addition, we present variant SMILES, a data augmentation to sufficiently train the generator in the training phase. Finally, we use Monte Carlo policy gradient reinforcement learning [4] to improve the desired chemical properties of generated molecules. To our knowledge, we are the first to produce molecules with chemical properties from SMILES strings using only transformer encoders. The experimental results demonstrate the usefulness of the proposed models for generating molecules with desired properties such as drug-likeness. Ablation studies validate the effectiveness of our proposed techniques. The proposed method is expected to be useful for de novo drug design.